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Sexually transmitted diseases

Epidemic cycling

Bryan Grenfell and Ottar Bjornstad

and immunity

Are syphilis epidemics caused by external factors such as human sexual
behaviour, or are factors intrinsic to the pathogen more important?
Comparing the dynamics of syphilis and gonorrhoea provides some clues.

he great Renaissance physician and

I scholar Girolamo Fracastoro achieved
lasting fame for his early observations

on the contagion theory of the transmisssion
of infectious disease'. In 1530, he also coined
the name for syphilis — which was then
spreading rapidly through Europe — in an
extended allegory written in Latin hexa-
meter (epidemiologists were more culturally
rounded in those days). In Fracastoro’s
poem, the god Apollo is angered by a shep-
herd, Syphilus, and afflicts him with the new
disease. On page 417 of this issue, Grassly

etal’ provide a more down-to-earth explan-
ation of the dynamic processes underlying
the incidence of syphilis.

Whether fluctuations in epidemics are
governed by external drivers (such as behav-
iour, climate — or the gods), or by intrinsic
processes that arise from the dynamic feed-
back between host and pathogen popula-
tions, has been debated since the early 1900s.
This controversy parallels long-standing
ecological arguments about the relative
role of extrinsic (environmental) forces and
intrinsic, nonlinear dynamics in driving
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population fluctuations’. Arguably, ecolo-
gists are more familiar than epidemiologists
with the potential of nonlinear dynamics to
drive cycles. This is ironic, because many
infectious diseases have excellent historical
records of incidence and a simple natural
history—anideal combination for exploring
the underpinnings of dynamic fluctuations®’.

Comparative approaches, where differ-
ences in the dynamics of various infections
can be related to biological differences in the
underlying host—pathogen interactions, are
particularly powerful in studying this prob-
lem®. Grassly et al.” use this approach to
explore the dynamics of syphilis and gonor-
rhoea. They base their analysis on disease
notification statistics from the United States,
where these two sexually transmitted dis-
eases are endemic. The authors use time
series of annual disease reports for 68 US
cities to demonstrate marked 8-11-year
cycles in syphilis incidence from the 1960s to
the 1980s. These cycles had previously been
attributed to changes in factors extrinsic to
the host—pathogen interaction, particularly
to changes in human sexual behaviour. If this
were the case, however, there should be cor-
related fluctuations in gonorrhoea because
of its similar transmission route and infec-
tious period. Grassly et al. demonstrate that
there is no such correlation: gonorrhoea
shows slow trends rather than cycles during
the same period.

The authors use mathematical models to
reveal that the distinct behaviours of syphilis
and gonorrhoea arise from their different
interactions with the human immune sys-
tem. Thus, the simplest explanation for the
periodicity in syphilis incidence is that it
results from nonlinear interactions that are
fundamental to the host—pathogen trans-
mission process.

Syphilis stimulates significant — albeit

Figure 1 The impact of immunity on the
dynamics of epidemics. a, Dynamics of the
basic susceptible-infected—recovered (SIR)
model, assuming that the infection attacks

a naive susceptible population. Because of
prolonged immunity following recovery, the
supply of susceptible individuals becomes
exhausted and the epidemic extinguishes itself.
After the epidemic, new recruits augment the
susceptible class until a further epidemic is
possible (shown schematically here). This is the
basis of syphilis dynamics, as shown by Grassly
et al.'. b, The susceptible—infected—susceptible
(SIS) model, where there is no immunity to
reinfection (as with gonorrhoea). Unlike the
SIR model, total susceptible numbers are
replenished by a flow of previously infected
individuals, so that the epidemic moves
smoothly to an equilibrium level (analogous
to the carrying capacity of logistic models in
ecology®), rather than declining.
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imperfect — immunity following recovery
from infection. Consequently, as Grassly et
al. show, the dynamics of syphilis infection
have many features of the well-known
‘susceptible—infected—recovered’ (SIR) model
for microparasitic infections®’. In SIR
dynamics, oscillations in disease incidence
can be driven by prolonged immunity fol-
lowing infection (combined with a relatively
short infection period*). Cycles occur
because major epidemics extinguish them-
selves by exhausting their supply of suscep-
tible individuals (Fig. 1a); the numbers of
individuals in at-risk groups then build up
slowly, eventually providing enough scope
for the next major outbreak.

Unlike syphilis, gonorrhoea can evade
post-infection immunity by camouflaging
itself with different arrays of surface
proteins’. At the population level, this
corresponds to the ‘susceptible—infected—
susceptible’ (SIS) model of infection, in
which the same individual can be infected
repeatedly*® (Fig. 1b). Thus in SIS dynamics,
infection does not decrease the total number
of susceptible individuals, preventing the
boom-and-bust dynamics seen in acute SIR
infections.

By contrast, the prolonged immunity
seen in SIR systems causes overcompen-
satory dynamics and recurrent epidemics,
which bear strong analogies to the cycles of
many predator—prey systems in ecology. In
fact, SIR dynamics are, like the SIS inter-
action, regulated by an upper population
limit on cases and susceptible individuals’;
the system therefore needs some form of
regular or stochastic ‘forcing’ to drive strong
epidemics. A dramatic illustration is given
by acute, immunizing childhood infections
such as measles, where seasonal variation in
contact rates can produce violent biennial
epidemics’. With its more sedate decadal
dynamics, syphilisis unperturbed by seasonal
influences. However, Grassly et al. show that
random ‘shocks’ provided by demographic
stochasticity (arising from the probabilistic
nature of individual infection events, for
example) are sufficient to excite oscillations
in the model that closely resemble the cycles
seen in the incidence data. On a longer time-
scale, external shocks, such as a reduction in
sexually transmitted disease associated with
control measures against the spread of HIV,
further influence the dynamics of both
syphilis and gonorrhoea.

Nonlinear overcompensatory inter-
actions, as seen in syphilis, can lead to the
emergence of space—time dynamics, such as
sychronization of disease incidence across
different locations, or waves of infection
across geographical areas. Indeed, Grassly
et al. document increasing synchronization
of syphilis epidemics across US cities during
the 1960s and 1970s. The authors argue
convincingly that this is because the
underlying network of sexual contacts is

becomingincreasingly interconnected. How-
ever, previous comparative analyses of the
spatio-temporal dynamics of measles and
whooping cough show that dynamic infer-
ence from such systems is not straight-
forward’. In these cases, spatial dynamics
emerge through the interaction between
local dynamics and spatial coupling be-
tween different local systems — sometimes
coupling leads to enhanced synchrony, but
sometimes synchrony can decay with time if
increases in coupling accompany changes in
local dynamics.

A challenge in the spatio-temporal
dynamics of syphilis is to combine models
for local transmission with models of spread
across spatial networks’. As Grassly et al.
point out, we must be very cautious in apply-
ing simple models to explain the spatial
dynamics of human pathogens: basic dis-
tance-based networks fail to capture the
complex nature of human population mix-
ing. Such contact patterns are often hard to
measure directly, and an intriguing task for
future models will be to infer spatial patterns
and temporal trends of mixing from the
analysis of epidemic synchronicity.

Grasslyand colleagues’ dissection of cyclic
versus non-cyclic behaviour is a valuable
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addition to the taxonomy of comparative
disease dynamics. Using comparative studies
to tease out the relative role of intrin-
sic dynamics and extrinsic shocks is an
important process for understanding and
predicting the dynamics and evolution of
established and emerging infections. In the
nonlinear, behaviourally and environmen-
tally driven world of epidemics, though, we
should always expect the unexpected. ]
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