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a  b  s  t  r  a  c  t

A  new  method  that  can  improve  gas-chromatography-electroantennographic  detection  (GC-EAD)  by
orders of  magnitude  through  a technique  known  as  chopper  stabilization  combined  with  matched  filter-
ing  in  colored  noise  is  presented.  The  EAD  is  a physiological  recording  from  the  antenna  of an  insect  which
can be used  to  find  compounds  in  the  GC  effluent  that  the  antenna  is  able  to  detect,  having  important
applications  for  pest  control  and  understanding  of  chemical  communication  in nature.  The  new  method
is  demonstrated  with  whole-animal  male  Helicoverpa  zea  antennal  preparations  for  detection  of major
pheromone  component  (cis-11-hexadecenal)  and  compared  to results  obtained  using  traditional  EAD
recording  techniques.  Results  indicate  that  chopper  stabilization  under  these  circumstances  can  increase
odorant  detection  performance  by a factor  of approximately  104 over  traditional  methods.  The  time
course  of the  response  of  the  antenna  is  also better  resolved  under  chopped  conditions.  Although  the
degree  of  improvement  is  expected  to vary  with  insect  species,  odor,  and  insect  preparation,  under  most
circumstances  a  more  sensitive  and  robust  GC-EAD  instrument  will  result  from  the  application  of this
technique.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Combination of the electroantennogram (EAG) (Schneider,
1957) with gas chromatography (GC) (Moorhouse et al., 1969) (and
subsequently mass-spectroscopy) allows identification of the spe-
cific volatile compounds that give rise to a physiological response
in insects. The electroantennogram (EAG) is the electrical potential
measured between the ends of the antenna of an insect. Combi-
nation of the two techniques is accomplished by splitting the GC
effluent and passing it simultaneously over both an insect antenna
and conventional GC detector such as a flame ionization detec-
tor (FID). GC peaks that elicit a response in the insect may  then
be identified. Early application of the GC-EAD permitted the iden-
tification of a large number of pheromonal components (Struble
and Arn, 1984) and is still being used with success for this pur-
pose (Sillam-Dussès et al., 2009). Recently, GC-EAD has become
an important tool to study inter-species interactions in the field
of chemical ecology (Schiestl and Marion-Poll, 2002). Studies that
employ GC-EAD measurements in the field of chemical ecology
are numerous. For instance, fruit fly GC-EADs were performed on
host fruit volatile collections to determine which components gave
significant physiological responses (Siderhurst and Jang, 2006). In
Olsson et al. (2005),  GC-EAD recordings were made from the moths
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Ephestia cautella and Plodia interpunctella to volatiles in chocolate.
In Zhang et al. (2008),  GC-EAD measurements were made in pur-
suit of active compounds involved in chemical communications
between beetles, their predators and host plant volatiles.

Non-pheromonal compounds (such as plant volatiles) tend to
result in smaller EAG signals that can be masked by noise and
hence techniques that increase the signal to noise ratio (SNR) are
desirable. In the past, several antennae connected in series or in
parallel were used to increase SNR (Park and Baker, 2002). Also,
steps towards the automated recognition of EAD depolarizations
were taken in (Sloane and Sullivan, 2007). Here, matched filtering
in colored noise (Helstrom, 1960; Moon and Stirling, 2000; Srinath
and Rajasekaran, 1979; Trees, 2001) was applied, which increases
SNR using knowledge of the shape of an EAD depolarization and
the covariance of the noise, simultaneously providing a convenient
way to estimate signal amplitude.

Modulation has been used to some extent in EAD recordings. In
fact, out of necessity, (Moorhouse et al., 1969) modulated at 0.07 Hz
with a 20% duty cycle in the original GC-EAD experiments. Later,
Gouinguené et al. (1998) thermally modulated the capillary column
at 0.33 Hz with a 27% duty cycle. In those studies, more favorable
modulation frequencies were not possible. Here, we  demonstrate
the use of modulation at a frequency of 8 Hz combined with demod-
ulation to dramatically increase the SNR obtained from GC-EAD
recordings. Such a technique has been widely used in other appli-
cations and is sometimes known as chopper stabilization or lock-in
amplification. We  performed an experiment involving detection of
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major pheromone component, Z11-16:Ald, using male antennae
of live, whole animal, H. zea preparations. Results are tabulated
and displayed visually. Relevant background information about the
EAG, chopper stabilization, and GC-EAD is also summarized.

1.1. The electroantennogram (EAG)

There are a variety of reported methods for making EAG mea-
surements, including different techniques for making electrical
contact to the antenna as well as ways to prepare the insect. The
insect may  remain intact, or the antenna or entire head may  be
excised (Malo et al., 2000; Schiestl and Marion-Poll, 2002). Typ-
ically, electrical contact with the antenna is made with saline
(Kaissling, 1995; Malo et al., 2000; Roelofs, 1984; Struble and Arn,
1984) but electro-conductive gel may  also be used (Guédot et al.,
2008). An antenna may  even be connected directly, via saline, to
the gate of a field-effect transistor (Schroth et al., 1999; Ziegler
et al., 1998). These investigators (Schroth et al., 2001b)  were also
able to use different insect species’ antennae in an electronic nose
configuration.

In general, when a relevant odor is passed over an antenna,
a negative deflection is observed on the EAG up to several mil-
livolts on top of a drifting offset in the hundreds of millivolts
where the observed deflection is a function of the concentration
and time course of the odorant environment. According to Kaissling
(1995), the EAG is due to the summation of many dipoles oriented
in the axial direction created by sensory neurons. Modeling the
transduction properties of the antenna is difficult because they
are non-linear and time varying due to accommodation and other
factors. For instance, long-term adaptation of the EAG to expo-
sure to major pheromone component is demonstrated in Stelinski
et al. (2003).  Single sensillum recordings illustrate adaptation in the
Manduca sexta (Dolzer et al., 2003). Even interactions with other
odors affect the response to pheromones (Party et al., 2009). Char-
acteristics of the antennal response are also stimulus-compound
dependent (Schuckel et al., 2008). We  also found the frequency
response was concentration dependent (Myrick and Baker, in
preparation).

At frequencies above 1 Hz in Drosophila, the EAG voltage is well
approximated by a linear single pole low-pass filter at an operating
point (Schuckel and French, 2008; Schuckel et al., 2008). Tran-
siently, rise times can be as low as 4.4 ms  (Schuckel et al., 2008),
with a −3 dB upper corner frequency (at an operating point of con-
stant average concentration) of approximately 13 Hz.

Measurements of the passive properties of excised potato bee-
tles’ antennae have been made through spectroscopic impedance
measurements (Schroth et al., 2001a). This investigation supported
a parallel resistor-capacitor electrical model for the antenna, but
at frequencies of interest (<100 Hz) was resistive in the range of
several mega-ohms.

Studies that attempt to correlate the response of the antenna
to a specific amount of odorant generally refer to “dose response”
relationships (Olsson et al., 2005). For instance in Patte et al. (1989),
several empirical dose-response models with a limited number of
parameters are fit to experimental data obtained from honey bees.
Also see Mankin and Mayer (1983) for an empirical model relating
dose and action potential rates in single sensillum recordings.

Other less empirical models that account for the physical pro-
cesses occurring during transduction have also been proposed. A
physiologically based electrical model for the American cockroach
background potential and EAG was postulated in Kapitskii and
Gribakin (1992).  In Rospars et al. (2000),  the transport of the odor-
ant to the receptor, its binding and deactivation were accounted
for.

Noise arises from inside the antenna, which not only contains
chemo-receptors, but mechanical receptors and hygroreceptors as

well (Kaissling, 1995). As air is swept across the antenna, mechano-
receptors are stimulated. The amount of noise is also affected
by humidity, being quieted by high humidity. Background neu-
ral activity as part of the normal functioning of the antenna and
responses to unknown odors also produce noise. In live insect
preparations, additional electrical noise arises from neurons and
muscle cells that are not in the antenna.

The amount of noise measured across the antenna is strongly
affected by the type of preparation used. Measured noise power
spectral densities (PSDs) for three preparation types from DC to
35 Hz are shown in Fig. 1(A). These recordings were made using the
system described in Section 3. The three preparation types depicted
include two types where the antenna is excised from the insect
and one where the whole insect is used. The excised types differ
in the way the electrical connection is made to the antenna, either
through electroconductive gel or saline. The differing amounts of
noise between types of preparations is a subject of speculation.
For instance, gel tends to coat the hydrophobic cuticle, which is
capacitively coupled to many “noisy” sensilla that could be react-
ing to the gel itself. In live preparations, noise due to neurons and
muscle cells outside of the antenna are an additional source of
noise.

In our recordings, the noise below approximately 1–2 Hz down
to less than 0.1 Hz, perhaps lower, tends to be “Brownian” in the
frequency domain. Although EAD noise is not Brownian due to its
non-Gaussian and non-stationary characteristics, Brownian noise
results when white Gaussian noise is integrated in time, resulting
in a PSD that is proportional to 1/f2. Recordings made outdoors
on live insects have PSDs that are proportional to 1/f2 all the way
down to approximately 1 mHz  (unpublished data). This should be
interpreted with caution because the EAG signal is also a function
of atmospheric turbulence and background odors present out-
doors.

The quantile–quantile (Q–Q) plots in Fig. 1(B) illustrate non-
Gaussian behavior of EAD noise in matched filtered recordings
obtained from excised Helicoverpa subflexa saline-connected anten-
nae (see Myrick and Baker, in preparation) for experimental
details). It can be seen that the chopped and demodulated data
(8 Hz) has narrower tails than traditional recordings, which is
another source of its superior performance.

1.2. Chopper stabilization

Chopper stabilization is a common method for the reduction of
(1/f type) electrical noise found in electronic devices and amplifiers
by rapidly connecting and disconnecting (i.e. chopping) the signal
to and from the amplifier input (Enz and Temes, 1996). Chopping
(rectangular, 50% duty cycle) shifts a significant portion (25%) of the
signal energy to the chop frequency and harmonics where there is
less noise. In the case of antennal voltage measurements, low fre-
quency noise arising from the antenna itself, rather than amplifier
noise, interferes with the EAG signal. Because insects can respond
to odor within milliseconds (French and Meisner, 2007; Schuckel
et al., 2008), the EAD output to be moved to a lower noise portion
of the frequency spectrum in much the same way. In a preliminary
design, we  chop the effluent over the antenna by waving two paral-
lel air/effluent mixing tubes in front of antennae at 8 Hz, only one of
which draws in the GC effluent. This way, alternating effluent-laden
air and clean air are passed over the antenna.

Fig. 2 illustrates chopper stabilization in the time and frequency
domains. Panels A, B and C illustrate chopper stabilization in the
time domain. The bottom of panel A shows a traditional Gaussian-
shaped signal pulse (in this case the GC effluent) corrupted by
synthesized Brownian type Gaussian noise. However, the signal
may  be chopped instead of transduced directly. In a linear sensor,
chopping will result in the waveform at the bottom of panel B. The



Author's personal copy

A.J. Myrick, T.C. Baker / Biosensors and Bioelectronics 31 (2012) 197– 204 199

Fig. 1. EAG noise characteristics. (A) Typical noise spectral densities for three types of preparations. ex stands for excised. Spectra are computed using the Yule-Walker
method with 100 coefficients on segments 950 s in length acquired at a sample rate of 100 Sa/s. Anti-aliasing filter is at 40 Hz. (B) Q–Q plot illustrating non-Gaussian tails of
EAG  recordings.

low frequency noise can then be filtered out while retaining only
the signal and the low power noise near the chop frequency. Such
a waveform is shown at the top of panel C. To recover the baseband
signal, the filtered signal is amplitude demodulated, the result of
which in the time domain is shown at the bottom of panel C. This
signal is higher in quality than the traditional signal shown at the
bottom of panel A. Conceptualized energy spectra corresponding
to panels A and B are shown in panels D and E. After chopping, the

signal energy in the frequency domain around the chop frequency
is seen to be higher in comparison to the noise.

Ideally, chopping simply moves the signal up to the chop fre-
quency (and odd harmonics). In practice, generally, some amount of
background chop waveform will be generated even in the absence
of signal. Techniques to suppress the chop carrier are desirable and
possible. A more stable mechanical implementation is underway
for this purpose.

Fig. 2. Chopper stabilization illustrated. (A) Brownian type noise waveform, signal waveform, and their sum. (B) Brownian noise waveform, chopped signal and their sum.
(C)  Bandpass filtered chopped signal plus noise waveform showing lower noise at the chop frequency and the demodulated signal. (D) Conceptual energy spectral densities
for  both noise and signal corresponding to panel A. (E) Conceptual energy spectral densities for noise and chopped signal, corresponding to panel B.
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2. Theory

2.1. Signal estimation using matched filtering in colored noise

A matched filtering operation has been implemented here for
the purpose of EAD amplitude estimation. The maximum likelihood
estimate (MLE) of the location (in time) and complex amplitude,
a, of a signal mixed with colored Gaussian noise is given by the
maximum of a properly scaled matched filter output (Helstrom,
1960, p. 208). In addition, continuous-time matched filtering max-
imizes SNR for a known signal shape and at a known time in colored
Gaussian noise (Moon and Stirling, 2000, p. 215).

The ideal continuous-time matched filter, in theory, may  be
infinite in length and therefore does not directly apply to a sam-
pled, finite-length recording. If the covariance function of the noise
was somehow known exactly, an optimal filter for a finite-length
recording may  also be constructed (Srinath and Rajasekaran, 1979).
However, the exact covariance is not known and must be estimated
from the data. Given these circumstances, and that under practical
considerations much of the energy of the impulse response of the
matched filter may  be contained within a suitable time window, it
is preferable to approximate the matched filtering operation given
a finite number of samples in the recording using a time invariant
finite impulse response (FIR) digital filter. Fortunately, the desir-
able properties of the ideal continuous-time matched filter are also
present in the FIR matched filter. For a given length, the FIR matched
filter corresponding to a known signal and noise covariance matrix
maximizes the SNR (Martinez and Thomas, 1986). Here we use a
FIR matched filter as an approximation to the full (but impossible
to implement) matched filtering operation.

Conveniently, both the traditional and chopped waveforms may
be treated in the same framework. In the signal band (about the
fundamental chop frequency, fc, in the sampled EAG waveform),
the observed random process, x[n], is assumed to be the sum of a
modulated signal waveform s[n] and a colored narrowband noise
process, v[n].

x[n] = Re
{

as [n − �] + v[n]e
}jnT2�fc (1)

where n is an integer enumerating the samples, T is the sample
interval, and a is the complex signal amplitude reflecting the anten-
nal gain. s(t) is the normalized envelope of the signal model which
is delayed by � samples and v[n] is the complex envelope of the
noise. Note there is only one modulation frequency; here informa-
tion available from chop frequency harmonics is not utilized. In
the case of traditional EAD waveforms, the modulation frequency
is 0 and a is real. The conventional method for processing band-
pass waveforms is to convert the relevant passband to baseband in
complex envelope form. This is achieved via a bandpass filter fol-
lowed by a complex product detector and a lowpass filter (Trees,
2001). After down-conversion of the signal, the following equation
describes the baseband waveform model,

xb[n] = as[n − �] + v[n], (2)

where the quantities involved are in general, complex. The output
of the matched filter may  be written in the form

xf[n] =
n+K−1∑

m=n

hM[n − m]xb[m] 0 ≤ n < N − K (3)

where hM[n] is the pulse response of the matched filter, K is the
length of the filter and N is the length of the recording.

The discrete matched filter sequence can be represented as a
vector rather than a time series so that it may  be more easily com-
puted. Let xbn be the vector of length K [xb[n]. . .xb[n + K − 1]]T. M
is the true complex covariance matrix of the noise, (which here is
estimated from its autocovariance), and s is the signal vector. The

MLE  of the complex amplitude of the signal (when � is known) is
given by a scaled version of the matched filter output (Robey et al.,
1992).

â = s†M−1xb�

s†M−1s
(4)

As in Helstrom (1960),  The MLE  of the signal magnitude with
unknown (discrete) � may  be obtained through a peak search on
the filtered data. Thus,∣∣â∣∣ = max

n

∣∣∣∣ s†M−1xbn

s†M−1s

∣∣∣∣ =
∣∣∣ 1

s†M−1s

∣∣∣max
n

∣∣∣(M−1s)
†
xbn

∣∣∣ (5)

The coefficients of the FIR filter in (3),  hM[n], then has elements

that are contained in the vector (M−1s)
†
, which can be obtained by

solving the linear system

Mq∗ = s (6)

The coefficients of the filter are given by hM [n] ={
qk−1, qk−2 . . . q0

}
. For modeling purposes, estimation of the

normalized magnitude of the signal, aN, is used here. aN is given by
the magnitude of a divided by the root mean square (RMS) value
of matched-filtered noise alone, ıvm.

aN = |a|
ıvm

(7)

The RMS  value of the matched filtered noise is estimated from
a segment of xf[n] that does not contain signal from n = S1 to S2.

ı̂vm =

√√√√ 1
S2 − S1 + 1

S2∑
n=S1

∣∣xf[n]
∣∣2

(8)

An estimate of aN can then be given by the following equation.

âN =
max

n

∣∣xf [n]|
∣∣√

1
S2−S1+1

∑S2
n=S1

∣∣xf [n]
∣∣2

(9)

Although the numerator in (9) is the MLE, it is generally biased,
especially at low SNR.

3. Methods

Dose-response estimates of aN on both traditional and chopped
recordings on live antennal preparations with electroconductive
gel connections were made. For both chopped and traditional
preparations, three trials at six dosages of Z11-16:Ald were con-
ducted on male antennae of H. zea. Dosages are based on an
assumed 1:2 split ratio between the FID and the EAD preparation;
for each trial, two �L of each dosage were injected into the GC
inlet. For chopped preparations, increasing dosages of Z11-16:Ald
applied were 0.01 pg, 0.033 pg, 0.1 pg, 0.33 pg, 1.0 pg, and 3.3 pg.
On traditional preparations, dosages applied were 33 pg, 100 pg,
330 pg, 1000 pg, 3300 pg and 10000 pg.

3.1. Gas-chromatograph settings

An Agilent 6190N GC was operated in splitless mode using an
Agilent HP-5 column, 30 m in length, 0.32 mm  dia., with a 0.25 �m
internal coating. The GC was operated in constant pressure mode
with a flow rate of 2.5 mL/min helium carrier gas at 40 ◦C (10.9 PSI).
The oven temperature was held at 40 ◦C for 3 min, ramped to 220 ◦C
at 50 ◦C/min, held at 220 ◦C from 6.6 to 10.1 min  and then ramped to
300 ◦C for a 4 min  bakeout period. The inlet and FID detector were
held at 300 ◦C.



Author's personal copy

A.J. Myrick, T.C. Baker / Biosensors and Bioelectronics 31 (2012) 197– 204 201

Fig. 3. GC-EAD setup. A. Conventional GC-EAD setup used in this experiment. The GC effluent is split between the FID and antennal preparation. B. Effluent-chopping mixing
tube  illustration.

3.2. Conventional EAD method

In general, the GC-EAD is generated by routing part of the
heated GC effluent into a humidified-air mixing tube and plac-
ing the antenna at or near the exiting end of the mixing tube
(Schiestl and Marion-Poll, 2002; Struble and Arn, 1984). A cartoon
detailing our setup is shown in Fig. 3(A). The column was split 1:1
(FID:EAD) through a fused silica Y connector (Supelco). The transfer
line assembly, held at 300 ◦C, and mixing tube was  purchased from
Syntech (The Netherlands, Type EC-03-300). “House” air was bub-
bled at between 1500 mL/min and 3000 mL/min through distilled
water and through the Syntech stainless steel mixing tube.

3.3. Effluent chopper implementation

The effluent chopper pictured in Fig. 3(B) was  found to be ade-
quate for demonstrating the effectiveness of chopping for EAD
recording. The dual flow channel was created using two rectangular
brass tubes (3 mm × 7 mm × 150 mm)  that were attached to each
other using solder. A round brass air-input tube was  soldered to the
back of these two rectangular tubes. In the side of one of the rect-
angular tubes, a small 2.38 mm (3/32 in.) dia. effluent entrance hole
was drilled. Inside of the rectangular tubes (both tubes to provide
symmetry) just before the effluent entrance a 2.38 mm (3/32 in.)
dia. orifice plate was placed to generate low pressure at the efflu-
ent entrance. This low pressure acted to draw in effluent from the
heated transfer line. The device was hinged about a brass axis rod
soldered directly across from the effluent entrance hole. At the air
exit end on the bottom channel, another brass stub was soldered
which was attached via a short piece of removable silicone tub-
ing to the actuator (an audio speaker). The signal to drive speaker
actuator was generated using a separate PC running a compiled
program written in Labview 8.6 and a DAC output from a National
Instruments NI-USB 6212.

3.4. Antennal preparations

Live H. zea moths were immobilized in a tapered plastic 1000 �L
pipette tube that had part of the narrow tip removed and ventila-
tion slots cut into it in the axial direction. At the narrow end where
the head protruded, an antenna was pulled out of the tube so that it
was free to move. The pipette was placed in a holder attached to the
preamplifier where a tungsten ground electrode was  inserted into
the eye on the opposite side of the free antenna. The free antenna
was fixed to a gold plated amplifier input electrode using elec-
troconductive gel (Spectra 360 electrode gel, Parker Laboratories,

Fairfield, NJ). The moth was  then placed in the mixer effluent so
that it was directed over the antenna from front to back.

3.5. EAD recording system

The system described in Myrick et al. (2008) with three of the
four channels grounded was  used to record signals from live moths
and in exploratory measurements. After the data were sampled at
50 kSa/s, a sharp digital anti-aliasing filter with a cutoff frequency
of 40 Hz (rather than 25 Hz as in Myrick et al. (2008)) was employed
before the data were decimated to 100 Sa/s and written to
disk.

3.6. Choice of chop frequency

Several difficulties in characterizing an antennal response are
presented by its non-linear and time-variant behavior as a trans-
ducer. Because of the complexity in modeling the antenna-chopper
system, and our goal of simply demonstrating the chopping tech-
nique, we did not address this complexity prior to gathering
the results. The chop frequency, 8 Hz, was  chosen as a result of
an ad-hoc exploratory frequency-swept measurement on several
excised gel-connected male H. zea antennae. Although approxi-
mate, these measurements indicated that small-signal SNR might
be maximized in the range of 5 to 8 Hz using major pheromone
component, Z11-16:Ald at concentrations well above the detection
limit.

3.7. Signal demodulation

The demodulated signals were obtained using direct digital
down conversion incorporating two  product detectors (Ziemer and
Tranter, 1995). The reference clocks of the acquisition system and
the DAC were sufficiently close in frequency that no reference
signal was necessary to demodulate the recorded signals. An IIR
Butterworth 10th order bandpass filter, 4 to 12 Hz, was used to
establish a signal band. Product detectors followed by 5th order
infinite impulse response (IIR) Butterworth lowpass filters with
3 dB cutoff frequencies of 5 Hz established the baseband in-phase
(I) and quadrature (Q) signals. Following this, the baseband signals
were decimated to 10 Sa/s. The mean of the noise segment was
then subtracted from both I and Q signals and the matched filter
was constructed. Although the bandwidth of the signals was  5 Hz,
aliased components were negligibly small within the passband of
the matched filter.
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3.8. Matched filter implementation: noise and signal models

3.8.1. Noise model
To create the matched filter from (6),  both a noise model and

a signal model are necessary. The noise autocovariance was  com-
puted using the “biased” method (Proakis et al., 2002).

�̂vv[k] = 1
N

N−k−1∑
n=0

v[n]v∗[n + k], (10)

where �̂vv[k] is the autocovariance sequence. Assuming the noise
is stationary and ergodic, the autocovariance was used to estimate
the entire covariance matrix, M.

3.8.2. Signal models
The signal models differed depending on the recording type.

Although FID peaks for large amounts of Z11-16:Ald were con-
sistently Gaussian in shape, the transduced signal at the antenna
is modified by effects such as peak tailing and the low frequency
transfer function of the antenna. The term transfer function is used
loosely because the response of the antenna is non-linear. Sig-
nal models described below were created in 40 s windows, from
a Gaussian shaped pulse centered at 20 s.

3.8.2.1. Chopped recordings signal model. The signal model for
chopped recordings was a Gaussian shaped pulse passed through
a single pole lowpass filter used to model peak tailing. The transfer
function of the lowpass filter is given by the following equation

H(z) = 1
1 − exp(−1/�pfs)z−1

(11)

where fs is the sampling frequency in Sa/s and �p is the “peak-
tailing” time constant in seconds. See Fig. 4(A) for a representative
model and recording.

3.8.2.2. Traditional GC-EAD signal model. The signal model for tra-
ditional recordings is a Gaussian-shaped pulse passed through both
the single pole peak-tailing lowpass filter given by (11) and then a
highpass filter digitally equivalent (step invariant) to the highpass
filter used in the acquisition system. Its transfer function is given
by the following equation.

H(z) = 1 − z−1

1 − exp(−1/�ffs)z−1
(12)

where �f is the time constant, in seconds, associated with the high-
pass filter. An example recording and the signal model are shown
in Fig. 4(B).

The better the fit of the waveform to the signal, the higher the
SNR (on average) that will be obtained when it is calculated. The
full width half maximum (FWHM) value assigned to the Gaussian
pulse consistently increased the SNR obtained in both chopped and
traditional recordings. The peak tailing time constant was chosen
as a result of the observation of several chopped recordings. The
same peak tailing constant obtained from the chopped recordings
was used in the traditional signal models.

Parameters used for signal and noise modeling used the noise
segment from 200 to 500 s to calculate the autocovariance, the
Gaussian pulse input was modeled with a FWHM value of 4 s, the
peak tailing time constant was  10 s and the highpass time con-
stant of 1.06 s was  used, corresponding to that of the acquisition
system.

3.9. Measurements

A peak search was performed within a 5 s window where the
peak was expected to elute. Each traditional normalized amplitude
estimate has an uncertainty due to noise, excluding modeling errors
and uncertainties, of approximately ±1 V/V (i.e. 1 standard devia-
tion). Some bias in the estimate, up to about +0.3 V/V, is also present
at low SNR. Uncertainty in chopped normalized estimates is about
±0.707 V/V due to noise.

4. Results

Recordings obtained from trial 3 (see Table 1) of both the
chopped and traditional experiments are displayed in Fig. 5. It is
clearly evident that the quality of the recordings obtained from
chopping is superior to those obtained using traditional methods.
The raw demodulated chopped recordings of Fig. 5(C) are undis-
torted by the highpass filtering necessary to remove baseline drift
in raw traditional recordings of Fig. 5(A).

Evident on the chopped recordings is peak tailing that is not
readily visible in the traditional recordings. It is likely the peak
tailing is due to condensation inside the GC column as it exits the
transfer line. In experiments conducted under more ideal condi-
tions for making traditional measurements, (Myrick and Baker, in
preparation) peak tailing was  reduced by shortening the length of
column at the exit of the transfer line.

Matched filtering applied to the recordings results in the wave-
forms shown in Fig. 5(B) and (D). It should be noted that matched
filtering is only designed with one signal and one stationary noise
model, thus it is unable to screen out sharp non-Gaussian devi-
ations from the baseline from signal. The matched filter is scaled
to estimate the amplitude of the Gaussian-shaped input waveform,

Fig. 4. Signal models. (A) Upper trace: estimated in-phase signal component of a demodulated chopped recording decimated to 10 Sa/s. Lower trace: chopped signal model
with  amplitude estimated from (5) applied to the upper trace. (B) Upper trace: traditional recording decimated to 10 Sa/s. Dosage is indicated. Lower trace: traditional signal
model  with amplitude estimated from (5) applied to the upper trace.
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Table 1
Dose-response estimates of normalized amplitude âN .

Traditional âN Chopped âN

Dosage (pg) Trial 1 Trial 2 Trial 3 Mean ± SE Dosage (pg) Trial 1 Trial 2 Trial 3 Mean ± SE

33 2.50 1.57 1.12 1.73 ± 0.41 0.010 1.13 1.16 1.40 1.23 ± 0.07
100  1.66 3.39 4.08 3.04 ± 0.72 0.033 1.55 2.23 8.31 4.03 ± 1.75
330  2.30 3.18 4.92 3.47 ± 0.77 0.10 5.18 10.5 8.22 7.96 ± 1.26

1000 5.56  6.24 6.24 6.01 ± 0.23 0.33 9.79 8.85 27.5 15.4 ± 4.9
3300 4.56  5.30 7.68 5.85 ± 0.94 1.0 11.7 6.26 31.0 16.3 ± 6.1

10000  5.59 4.88 6.30 5.59 ± 0.41 3.3 18.0 14.2 37.3 23.2 ± 5.8

whose size is greatly reduced by the peak tailing constant and high-
pass filters used in the signal model. As a result, the estimate of the
size of the Gaussian input is much larger than the peaks seen in the
raw recordings. A clear advantage of using matched filtering on tra-
ditional waveforms is not evident, mainly because the signal occu-
pies a very high noise portion of the EAD noise spectrum. Matched
filtering applied to the chopped recordings is successful in remov-
ing low frequency drift and higher frequency noise components.

Estimates of aN made for each waveform are summarized
in Table 1, where an approximate estimate of the performance

increase can be inferred. The traditional dosage of 100 pg has
expected normalized amplitude in the range from 2.3 to 3.8, corre-
sponding to the lower range of aN found at the chopped dosage of
0.033 pg (<104 ratio in dosage). The traditional dosage of 330 pg (2.7
to 4.2) has similar normalized amplitude as the chopped dosage of
0.033 pg (104 ratio in dosage). A traditional dosage of 1000 pg (5.8
to 6.2) translates to somewhere between 0.033 and 0.10 pg (6.7 to
9.2) chopped (>104 ratio in dosage). We also analyzed these data
using methods outlined in Myrick and Baker (in preparation) to
estimate the limit of detection associated with a 5% naïve error

Fig. 5. Traditional and chopped live H. zea pheromone dose–response EAD recordings. Z11-16:Ald odorant elutes at 540 s. Vertical scale and dosages are labeled. (A) traditional,
(B)  traditional matched, (C) chopped and demodulated without matched filtering, (D) chopped and demodulated with matched filtering.
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rate. Given the measurements and a uniform prior probability den-
sity of the logarithm of the dosage, the inferred probability density
of the detection limit ranges from 832 to 4365 pg from the 15th
to 85th percentile, having a median value of 1479 pg and a most
likely value of around 1100 pg. When the dosage has a uniform prior
density on a linear scale, making higher dosages more likely, the
method is unable to make similar estimates due to the low number
of measurements. However the most likely value in that case can be
estimated and is around 1800 pg. The chopped method is predicted
to have a detection limit in the 15th to 85th percentile range from
0.144 to 0.776 pg with a median value of 0.257 pg and a most likely
value around 0.19 pg. With a uniform linear dosage prior density,
the most likely value is around 0.30 pg. Thus we conclude in this
case that a performance increase of around 104 was achieved. The
large performance increase is contributed to by the large amount of
noise in live recordings in conjunction with the long time course of
the GC-EAD peak. Another result of interest is the smaller standard
error in traditional recordings compared to chopped recordings.
This could be because at the high dosages, the antennae are more
fully saturated and differences between individuals become more
evident at the lower dosages.

5. Conclusions

We have introduced a technique to increase SNR in EAD record-
ings by chopping the GC effluent passing over the antenna and
applied matched filtering to the resulting waveforms to maximize
SNR. Chopper stabilization at 8 Hz is estimated to increase the sen-
sitivity of the instrument by approximately a factor of 104 in live
whole animal H. zea antennal preparations made with electrocon-
ductive gel connections to the amplifier. The dramatic increase in
performance possibly makes the method well suited to measure-
ments on very small insects where live preparations must be used
and signals may  be noisy. However, the maximum improvement
in SNR is not being achieved by the current chopper configuration.
Noise is also added by the chopper around the carrier frequency
where the signal will appear. We  believe the noise is produced
by variability in the chopping action over time coupled with a
strong background carrier signal, in addition to antennal aging.
The background signal could be the result of mechanical distur-
bances and/or different temperature distributions passing over the
antenna. If the mechanical disturbances can be removed, the carrier
noise can be reduced, further increasing the SNR that is currently
being achieved. Information is also available at harmonics of the
chop frequency. It may  be possible to include analysis of harmonics
in future methods. Investigation into the effect of modulation fre-
quency content on different preparation types and antennal species
with different compounds and concentrations would likely become
useful for improvement in making GC-EAD measurements.
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Schroth, P., Schöning, M.J., Kordoš, P., Schütz, S., Weißbecker, B., Hummel, H.E., 1999.

Biosens. Bioelectron., 303–308.
Schroth, P., Schöning, M.J., Lüth, H., Weißbecker, B., Hummel, H.E., Schütz, S., 2001b.

Sens. Actuators B 78, 1–5.
Schuckel, J., French, A.S., 2008. J. Neurosci. Methods 171, 98–103.
Schuckel, J., Meisner, S., Torkkeli, P.H., French, A.S., 2008. J. Comp. Physiol. A 194,

483–489.
Siderhurst, M.S., Jang, E.B., 2006. J. Chem. Ecol. 32, 2513–2524.
Sillam-Dussès, D., Kalinová, B., Jiros, P., Brezinová, A., Cvacka, J., Hanus, R., Sobotník,

J.,  Bordereau, C., Valterová, I., 2009. J. Insect Physiol. 55 (8), 751–757.
Sloane, D.H., Sullivan, B.T., 2007. J. Chem. Ecol. 33, 1748–1762.
Srinath, M.D., Rajasekaran, P.K., 1979. An Introduction to Statistical Signal Processing

with Applications. John Wiley & Sons, New York.
Stelinski, L.L., Miller, J.R., Gut, L.J., 2003. J. Chem. Ecol. 29 (2), 405–423.
Struble, D.L., Arn, H., 1984. In: Hummel, H.E., Miller, T.A. (Eds.), Techniques in

Pheromone Research. Springer-Verlag, New York, pp. 161–178.
Trees, H.L.V., 2001. Detection, Estimation, and Modulation Theory. Part I. Detection,

Estimation and Linear Modulation Theory. John Wiley & Sons, Inc., New York.
Zhang, Q.-H., Erbilgin, N., Seybold, S., 2008. Chemoecology 18 (4),

243–254.
Ziegler, C., Göpel, W.,  Hammerle, H., Hatt, H., Jung, G., Laxhuber, L., Schmidt, H.L.,

Schütz, S., Vögtle, F., Zell, A., 1998. Biosens. Bioelectron. 13, 539–571.
Ziemer, R.E., Tranter, W.H.,  1995. Principles of Communications Systems, Modula-

tion,  and Noise, Fourth ed. John Wiley & Sons, Inc., New York.


