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Summary

1. Theoretical models predict that spatial synchrony should be enhanced in cyclic

populations due to nonlinear phase-locking.

2. This is supported by Rohani et al.0s (1999) comparison of spatial synchrony of

epidemics in two childhood diseases prior to and during the vaccination era.

Measles is both more synchronous and more cyclic before vaccination. Whooping

cough, in contrast, is more synchronous during the vaccination era, during which

multiannual ¯uctuations are also more conspicuous.

3. Steen et al. (1990) analysed historic records of cyclic rodents, to show that cycli-

city was lost during the early part of the 20th century. I reanalyse the data, and

®nd that the loss of cyclicity is associated with loss of regional synchrony.

4. I use a coupled map lattice model to show that imperfect phase-locking provides

an alternative explanation for regionwide synchrony of cyclic populations.

Key-words: coupled map lattice, measles, metapopulation correlation, microtine

rodents, population dynamics, spatial covariance, vaccination.
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Introduction

The `spatial frontier' has been pushed with vehe-

mence throughout the 1990s (Tilman & Kareiva

1997). A common goal has been to understand the

e�ect of space on interactions and dynamics of eco-

logical systems. In population ecology, empiricists

and theoreticians have converged in a quest to

quantify spatial synchrony (Bjùrnstad, Ims & Lam-

bin 1999a). Field studies have uncovered widespread

± sometimes continentwide ± synchrony of ¯uctua-

tions (Ranta et al. 1997; Koenig 1999). Initially, the-

oretical ecology o�ered wide-scaled correlation in

weather as the explanation (Ranta et al. 1995). This

solution is based on the pioneering work of Moran

(1953) who noted that populations governed by lin-

ear dynamics would share exactly the correlation of

the environment. Theoretical modelling have since

argued that the inherent nonlinearities of population

growth sabotage this simple equivalence, synchrony

may be much greater or much lower than that of

the environment (Grenfell et al. 1998; Ranta, Kai-

tala & Lundberg 1998; Blasius, Huppert & Stone

1999; Jansen 1999; Ranta, Kaitala & LindstroÈ m

1999). An important special case is that of spatially

extended cyclic systems. By cyclic systems, in this

context, I mean metapopulations where the local

populations exhibit limit cycles in abundance. [It is

crucial, here, to stress that the discussion presented

in this note applies to cycles arising from nonlinear

population regulation. It does not apply to the peri-

odic ¯uctuations that arise from certain stochastic

linear maps; Nisbet & Gurney (1982); Kaitala,

Ranta & LindstroÈ m (1996); Stenseth, Bjùrnstad &

Saitoh 1996]. With cyclic dynamics, theory suggests

that even local dispersal or local climatic correlation

can induce regionwide synchrony (Bjùrnstad et al.

1999a; Jansen 1999). Figure 1 predicts the e�ect of

nonlinear regulation on metapopulation synchrony.

I use a coupled map lattice where the predispersal

abundance, N0i,t, of population i at time t governed

by a stochastic Ricker equation:

N0i;t � Ni;tÿ 1 exp�r�1 ÿ Ni;tÿ 1� � ut�; eqn 1

where Ni,t represents postdispersal abundance, r is

the scaled growth rate, and u is a sequence of identi-

cally distributed zero-mean Gaussian random vari-

ables (with variance s2) that represent

environmental stochasticity. In this way, the realized
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population growth is log-normal and density-depen-

dent (e.g. Engen & Lande 1996). The stochasticity is

assumed to be uncorrelated through time. However,

it is assumed to be spatially correlated in the simula-

tions (Fig. 1). If we denote the full vector of local

populations by bold face, the equations for the post-

dispersal abundance, Nt, at time t can be represented

as:

Nt � k � N0t; eqn 2

where k is the redistribution matrix and � denotes

matrix multiplication. By increasing the growth rate,

model 1 changes from stable through cyclic to chao-

tic dynamics (Fig. 1a). Parallel to the transition in

dynamics, there is a marked change in metapopula-

tion synchrony; locally stable populations re¯ect the

correlation in the environment, as predicted by lin-

ear theory (Moran 1953; Lande, Engen & Sñther

1999; Ripa 2000). Cyclic populations, in contrast,

are near perfectly synchronized re¯ecting the non-

linear phase-locking. Chaotic populations exhibit

very little synchrony; neither dispersal nor regional

correlation synchronize the dynamics. In this way,

the theory predicts a clean-cut relationship between

patterns of dynamics and the propensity for syn-

chronization (Bjùrnstad et al. 1999a; Blasius et al.

1999; Ranta et al. 1999). Unfortunately for theoreti-

cal ecologists, theoretical ecology can proclaim

clean-cut relationships, yet never be more than pos-

sible, plausible or consistent. For complex problems,

such as the present, empirical corroboration is para-

mount.

Historical `experiment' 1: vaccination and
disease

Rohani et al. (1999) report a detailed comparative

analysis of two childhood diseases ± whooping

cough and measles ± and their pattern of synchrony

before and after the development (and continual

application) of successful vaccines. This study

describes a grand-scale historical experiment with

relevance to the theoretical debate. Together, these

diseases represent an intriguing ecological contrast,

since they are sympatric diseases transmitted with

similar reproductive potential and pathology

(Rohani et al. 1999). The details of transmission,

however, are such that measles naturally undergo

multi-annual cycles (with a period of 2 years) in

large unvaccinated populations, while the incidence

of whooping cough is more erratic (albeit with an

important multi-annual component). Medical

records testify that upon vaccination, the measles'

cycle collapses onto seasonal and erratic dynamics.

Whooping cough dynamics, in contrast, bifurcates

into a 3�5-year oscillation (see Fig. 1 in Rohani et al.

1999). I have tentatively calculated the proportion

of the variability in log(case-count) that can be

`explained' ± in the loose sense of statistically cap-

tured ± by multi-annual cyclicity (2±5-year cycles in

the periodogram) for the two childhood diseases in

the 10 biggest cities in Britain. The results are bro-

ken down by the prevaccination and the vaccination

era (Table 1). The analyses mirror the divergent

e�ect of vaccination; cyclic variability increases in

whooping cough and decreases in measles during

the vaccination era. Rohani et al. (1999) document

that the transition in dynamics is associated with a

marked shift in synchrony ± a shift that is favour-

able to theoretical ecology: as measles collapse from

cyclic dynamics, the synchrony in incidence across

England and Wales declines signi®cantly from 0�29
(CI� 0�24, 0�34) to 0�17 (CI� 0�14, 0�21). As the

dynamics of whooping cough undergo the contrast-

ing enhancement of cyclicity, the synchrony increase

Fig. 1. Simulation of 10 populations on a one-dimensional

coupled map lattice. The local populations are coupled by

nearest-neighbour dispersal (50% of the population are

allowed to disperse evenly to the two neighbouring popula-

tions; the lattice is assumed circular to avoid boundary

e�ects). Local dynamics are assumed to follow stochastic

Ricker dynamics (eqn 1); s is the standard deviation of the

environmental stochasticity a�ecting the population

growth. (a) Bifurcation diagram for the deterministic sys-

tem (s� 0) as the growth-rate, r, is changed. The popula-

tion size represents the average population size across the

10 local populations (after allowing for a 500-generation

transient period). (b) Average level of synchrony among

the 10 local populations (after allowing for a transient per-

iod) when the populations are a�ected by correlated envir-

onmental stochasticity (s� 0�1, correlation � 0�3) as the

growth rate, r, is tuned to change the dynamics. The near-

perfect correlation for the cyclic dynamics is due to non-

linear phase-locking. Locally stable populations are slightly

more correlated than the environment (due to the added

e�ect of dispersal), as predicted by linear theory. Chaotic

populations exhibit very little synchrony; Neither dispersal

nor regional correlation synchronize the dynamics.

870
Cycles and

synchrony

# 2000 British

Ecological Society

Journal of Animal

Ecology, 69,

869±873



from 0�14 (CI� 0�11, 0�18) to 0�25 (CI� 0�20, 0�29).
Thus, the patterns of synchrony are near perfectly

reversed through the historical vaccination treat-

ment. Vaccination thus appears to provide an ortho-

gonal treatment to investigate `the e�ect of cyclicity'

on population synchrony.

The transition in local dynamics are intriguing in

their own right. Earn et al. (2000) use a seasonally

forced SEIR model to show how vaccination can

shift the measles dynamics from a region in para-

meter space where a biannual attractor is prevalent

to an area with multiple and intertwined attractors.

Stochasticity can thus shift di�erent local popula-

tions onto di�erent attractors so as to provide a

quick route to asynchronization. In contrast,

Rohani et al. (1999) show that a theoretically plausi-

ble transition in whooping cough dynamics is not

one where a multi-annual attractor gains domi-

nance. Rather the cycles are seen to arise through

the interaction between stochasticity and an

unstable attractor (see also Rand & Wilson 1991;

Cushing et al. 1998).

Historical `experiment' 2: rodent cycles

As was pointed out by one of the referees, I have

used the term `historical experiment' frivolously

above: the data did not actually arise from a study

with replication, randomization and control. The

conclusions are therefore less robust than from an

ideal experiment. In this spirit, it is natural to ask

why nobody has carried out a proper experimental

test of the predictions of the relationship between

local dynamics and synchrony. A mundane answer ±

over and above the fact that spatial ecology has

only recently regained fashion ± is that few ecologi-

cal funding-bodies can sustain the economic burden

of the necessary spatiotemporal treatment. Further-

more, it may not even be possibly to conduct a ran-

domised manipulation of cyclicity, since the

appropriate scale may be biogeographic in extent

(e.g. Bjùrnstad, Stenseth & Saitoh 1999b). Such

worry aside, the patterns observed in childhood dis-

eases may carry generality. Steen et al. (1990)

reported a study of the historical data of Norwegian

rodent abundance as compiled by Wildhagen (1952).

The data consist of binary observations ± 1 for high

abundance, 0 for low abundance ± in three regions

in Norway. Two of the regions are in Southern Nor-

way. The last region, in Northern Norway, is geo-

graphically separate and shows somewhat di�erent

patterns (N.G. Yoccoz, personal communication).

They investigated the e�ect of a countrywide preda-

tor extermination programme initiated around the

turn of the century on rodent dynamics. Detailed

statistical analysis of time-series testi®ed that the

result of this e�ort was a (temporary) loss of cycli-

city in the rodents' dynamics (Steen et al. 1990). I

have reanalysed the data reported in this study with

respect to synchrony. I report the mean synchrony

in the time series in the cyclic and the non-cyclic

period in Table 2. The loss of cyclicity in the early

part of the century is associated with a noticeable

drop in regional synchrony. In fact, the synchrony

in the two Southern regions drops signi®cantly from

nearly 0�9 in the cyclic periods to under 0�4 during

the non-cyclic period.

An historical `experience': rodent synchrony

The `®rst generation' studies of synchrony used lin-

ear theory to predict that synchrony should mirror

the correlation in the environment (Moran 1953;

Royama 1992; Ranta et al. 1995). This theoretical

benchmark suggested local and regional synchrony

Table 1. The proportion of the variability in weekly case-

counts of two childhood diseases (Rohani et al. 1999)

accounted for by multi-annual cycles (2±5 years), before

(Pre-Vacc) and during vaccination era (Vacc) in UK. The

proportions are calculated on the basis of the periodo-

grams of log-transformed case counts. I only use data up

to 1988 because incidences (particularly of measles) are

very low after that. The numbers represent the average

(standard error) across the 10 largest cities in England.

Mass vaccination started in 1957 for whooping cough and

in 1968 for measles. The whooping cough data span 13

years (1944±56) pre-vaccination and 32 years during the

vaccination era (1957±88). The measles data span 25 years

(1944±67) and 21 years (1968±88), respectively

Proportion cyclic (2±5 years)

variability

Pre-Vacc Vacc

Whooping cough 29�0% 35�8%
(SE �3�7%) (SE� 2�0%)

Measles 48�2% 35�6
(SE� 4�6%) (SE� 2�6%)

Table 2.The Pearson correlation between the binary time

series of rodent peaks in three regions of Norway (from

Steen et al. 1990) broken down into the cyclic period and

the intermittent non-cyclic period. The ®rst row represents

the mean correlation between all three regions (with 95%

bootstrap con®dence intervals; calculated by resampling

with replacement among years). The second row represents

the correlation between the two regions in Southern Nor-

way

Cyclic

(1871±99, 1921±50)

Non-cyclic

(1900±20)

Synchrony 0�72 {0�57, 0�84} 0�45 {0�18, 0�70}
Synchrony 0�88 {0�76, 0�97} 0�37 {-0�05, 0�72}
(Just Southern)
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to arise from di�erent processes; local synchrony

due to dispersal or other local e�ects, and regional

synchrony due to climatic forcing (e.g. Sutcli�e,

Thomas & Moss 1996; Bjùrnstad et al. 1999b).

Bjùrnstad et al. (1999b) studied the patterns of syn-

chrony of the grey-sided vole (Clethrionomys rufoca-

nus [Sundevall]) in Hokkaido, Japan (Fig. 2a). In

light of the `linear' theory, the regionwide synchrony

(at around 0�36) was interpreted as due to climatic

forcing. The local synchrony was interpreted as due

to dispersal. However, since the rodents' own disper-

sal capabilities were found insu�cient to account

for the 50 km extent of the local synchrony, mobile

predators were invoked as a tentative additional

ingredient to the puzzle (Bjùrnstad et al. 1999b; see

also Ims & Steen 1990). Because the grey-sided vole

undergoes multi-annual population cycles in parts

of Hokkaido (Stenseth et al. 1996; Bjùrnstad et al.

1998), I feel encouraged to revisit this speculation. I

investigate whether the recent theoretical quali®ca-

tions ± showing how population cycles can enhance

synchrony (Fig. 1) ± can provide an alternative inter-

pretation.

In Fig. 2b, I simulate an extended coupled map

lattice that consists of 100 local populations that are

connected by local dispersal (eqns 1±2) to see how

synchrony is a function of distance in cyclic metapo-

pulations. In this simulation there is no spatial cor-

relation in stochasticity, so the Moran e�ect (sensu

Ranta et al. 1995) does not operate. The local

dynamics are assumed to be cyclic (r� 3; see Fig.

1a), but a�ected by environmental stochasticity. For

low levels of stochasticity, nonlinear phase-locking

induces regionwide synchrony (Fig. 2b). High levels

of stochasticity, in contrast, erode the regional syn-

chrony completely so that only local (dispersal-

induced) synchrony remains. However, intermediate

levels of environmental stochasticity traps the cyclic

metapopulation at intermediate levels of regionwide

synchrony. The only way to distinguish this cause of

regional synchrony from the Moran e�ect will be to

study patterns of local dynamics. Imperfect phase-

locking may, for this reason, provide a viable

hypothesis for regional synchrony in cyclic rodents.

Concluding speculations

A critical ± but until recently unsupported ± theore-

tical prediction from the `second generation' studies

of synchrony is that cyclicity promotes synchrony.

The comparative study of the e�ect of vaccination

on childhood diseases (Rohani et al. 1999) help

bridge the gap between theoretical speculations and

the world of data. A similar historical enquiry into

rodent dynamics and synchrony (Steen et al. 1990)

rea�rm the broad implications of the epidemiologi-

cal study.

So, as an answer to the much-belaboured question

of whether it is dispersal or correlated climate that

induces regionwide synchrony in cyclic populations,

theory now suggests that it is possibly either, but

possibly neither ± cyclic populations yearn to align

themselves.
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The following figure rectifies an error in Fig. 1 of
Bjørnstad (2000). While all the qualitative results
remain, errors in the 

 

x

 

- and 

 

y

 

-axes scale are corrected.

Fig. 1. Simulation of 10 populations on a linear coupled lattice
map. The local populations are coupled by nearest-neighbour
dispersal (50% of the population are allowed to disperse evenly
to the two neighbouring populations; the map is assumed
circular to avoid boundary effects). Local dynamics are assumed
to follow Ricker dynamics: Nt+1 = Nt exp[r(1 – Nt) + u], where
N is population size, r is growth rate, and u is normal random
variate with zero mean and standard deviation, σ, representing
environmental stochasticity. (a) Bifurcation diagram for the
deterministic system (σ = 0) as the growth rate is changed.
The population size represents the average population size
across the 10 local populations (after allowing for a 500-
generation transient period). (b) Average level of synchrony
among the 10 local populations (after allowing for a transient
period) when the populations are further affected by correlated
environmental stochasticity (σ = 0·1, spatial correlation = 0·3)
as the growth rate is tuned to change the dynamics. The near
perfect correlation for the cyclic dynamics is due to non-linear
phase locking. Locally stable populations are slightly higher
than the regional synchrony (due to the added effect of dis-
persal), as predicted by linear theory. Chaotic populations
exhibit very little synchrony; neither dispersal nor regional
correlation synchronize the dynamics.
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